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Abstract:

Although Deep Learning has advanced a lot through past several years, it still
seems like a black art for many people mostly due to the fact that obtaining
consistent and good results from a deep architecture requires optimizing many
parameters. Hyperparameter tuning is an essential task in deep learning which
can lead to significant changes in the network performance. This talk is the
essence of approximately 3000 GPU hours on optimizing a network for a text
classification task on a wide array of hyperparameters. Word embedding types,
word embedding sizes, word embedding updating, character embedding,
character embedding sizes, deep architectures (CNN, LSTM, GRU), optimizers,
gradient control, classifiers (Softmax, Sigmoid, CRF), dropout, deep vs. wide
networks, pooling, and batch sizes are the hyperparameters studied in this work
using a grid search scheme. | will talk about the most critical parameters and the
insight behind them that researchers can modify or prioritize in a deep
architecture to get the best performance with the least effort on the part of
humans and the machine.
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